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Abstract - This paper gives an overall picture of the implementation of Change Data Capture (CDC) from Mainframe 

Systems(z/OS) to downstream systems in a heterogeneous environment to reduce the latency to near real-time. This paper 

describes how the implementation can be done for data movement in terms of data extraction, load, and transformation to 

downstream systems. The data extraction captures the changed data based on the log file systems on Mainframes (z/OS). The 

processed data are pushed into the queue system on a first come basis, and ultimately, processed data loads into real-time 

Cloud based heterogeneous systems. The data Capture implementation framework supports data trigger and replication 

using standard data capture methods. This implementation supports larger organizations in making real-time decisions in 

terms of data for better analytics. 

Keywords - Change Data Capture, Real Time Data Processing, Extract, Transform and Load, AWS Cloud Data 

Transformation.

1. Introduction 
The majority of enterprise Applications generally have 

relational databases as their persistent data store. Operations 

on these applications lead to creating, updating, and deleting 

data from tables within relational databases. Downstream 

applications look at change logs to discover the source 

systems' changes. The incremental data is essential in 

processing very specific changes to business data, thereby 

avoiding the full processing of entire data within operational 

databases.  

 

A new era of applications provides publish and 

subscribe-based services for publishing the changes for the 

relevant business data. Initial data loads must be performed 

before sending the captured changes from source systems. 

However, some legacy application database replication tools 

cannot be used without needing substantial changes to 

legacy applications. Downstream systems are then forced to 

load entire content from the Operational database to process 

and generate incremental meaningful information as part of 

overnight batch jobs. This approach increases overall batch 

execution time and increases strain on infrastructure due to 

additional load processed on a period (daily / weekly /  

monthly) basis. 

 
A custom change data capture solution is needed to 

capture the data via a change log pointing to specific change 

events generated by the source system on z/OS using IMS 

as a database and transform the data into near real-time to 

the downstream consumers. Latency has been reduced from 

days to near real-time with the proposed solution. 

 

2. Change Data Capture  
This white paper's purpose is to provide a solution for a 

custom Change Data Capture (CDC) Application for 

identifying daily incremental changes on legacy/mainframe 

systems. The main objective of this implementation is to 

provide a real-time data replication solution to make IMS 

data on z/OS available to modernized applications running 

on web or mobile-based platforms.  COBOL programs on 

z/OS are currently used to extract IMS data and transfer it to 

databases running on remote servers.  

1.  

CDC tool captures database changes to the z/OS IMS 

database segments, and that data can be published and 

landed on target database tables.  The CDC data is very 

application-centric and low-level. The implementation 

created a foundation to migrate from batch data processing 

to near real-time data pipelines (PostgreSQL) and APIs, one 

of the key characteristics of modern data architecture. 

 

3. Solution Overview 
A solution has been proposed to get the near real-

time data from Mainframe z/OS using IMS relational 

database. Configuration must be completed via Classic Data 

Architect (CDA) and Management Console for the initial 

data load from source systems to target systems using the 

“refresh” method with the CDC tool. Then capture the data 

for the changes on the source systems by using “continuous 

mirroring” and publish the data to downstream consumers 

on a continuous basis”. 
 

The following diagram, Fig 3. gives a solution overview 

of a real-world implementation of Change Data Capture 
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from z/OS to PostgreSQL Database. The same design 

approach can be used for any other database application; 

however, the drivers may need to be installed as per target 

and source systems. Below are the solution components. 

Please see Fig 3 below for details. 

 

• IBM Infosphere Classic CDC for IMS 

• IBM Infosphere CDC for FlexRep 

• IBM Infosphere Classic Data Architect 

 

3.1.  Source System  

Source Operational System provides business data to 

downstream systems. The operational System has a 

relational database referred to as the Source system in the 

above diagram. The application on the source system is on 

mainframes with multi technologies like IMS, COBOL, 

MQ, etc. The data on the mainframe (z/OS) is 

predominantly on the IMS parent-child relationship. 

 

3.2.  Target System  

The consumers of mainframe data would be published 

to the PostgreSQL database, which is on the AWS cloud 

environment. 

3.3. Initial load 

Data capture subscriptions for the respective IMS data 

segments to primary PostgreSQL using a method called 

“refresh”. 

 

3.4. Incremental Load 

Once the initial load is completed onto PostgreSQL, 

then the incremental changes will be captured thru CDC and 

published to respective tables on the primary PostgreSQL 

database. 

4. Detailed Design and Data Flow 
Following the flow diagram, Fig 4 gives a rough view of 

the flow of activities conducted as part of the execution of 

the Custom CDC Application. Data related to ADDS, 

INSERTS, UPDATES and DELETES have been captured. 

Custom CDC Application commits all changes to Change 

Database. Please see Fig4 for details on the data flow.  

5. CDC Techniques 
There are several methods/techniques available for 

handling the change data capture process depending on the 

source system’s data. Most of the database systems have a 

transaction Log file that records all the changes and 

modifications for each transaction at the source systems. 

The operational, transactional database will not get the 

effect when CDC uses a transactional log. The “Refresh” 

method would be used to get the initial load from 

Mainframe IMS applications to downstream systems via 

built-in transformation. This process is called “Initial Load”. 

The subsequent changes for the transactions would be 

loaded as an incremental load to the downstream consumers. 

This process is called “Mirroring”. 

 

6. Downstream Systems / PostgreSQL 
6.1. PostgreSQL Primary 

Initial load and subsequent/incremental changes are 

loaded to PostgreSQL on AWS Cloud. PostgreSQL is the 

primary database to be used to send the data to various 

downstream consumers. This database will be appended 

with a new copy of the source database as soon as the 

change data capture application completes its processing on 

mainframe / mid-range systems. 

 

6.2. PostgreSQL Secondary / READ replica 

PostgreSQL database (N+1) gets the sync copy of the 

Source System as a read replica. This read replica database 

will serve as a secondary database and be used to verify the 

checks and balances of the database in terms of record 

counts. 

7. Subscriptions 
Table mapping will be completed using subscriptions. 

IMS table mappings are completed using custom or ordinal 

positions with respective target table and column mappings. 

User exists added as some of the data loaded as it is in 

EBCDIC (Extended Binary Coded Decimal Interchange 

Code) format. Data type conversion must be done before 

publishing the data to target PostgreSQL tables. 

 

8. Monitoring and Error Handling 
8.1. Monitoring Subscriptions 

Subscription and data monitoring can be done thru the 

Monitoring tab in IBM Data Replication Management 

Console. Management Console is an administration 

application that allows you to configure and monitor 

replication. Management Console allows you to manage 

replication on various servers, specify replication 

parameters, and initiate refresh and mirroring operations 

from a client workstation. After defining the data that will 

be replicated and starting replication, you can close 

Management Console on the client workstation without 

affecting data replication activities between source and 

target servers. Custom CDC Solution will abort its 

processing and will not commit any changes to Change 

Database if any error is encountered either during the 

comparison of the latest and prior copy of the Source 

System (operational database) or during recording changes 

in the respective Change databases.  

8.2. Error Handling 

Subscription and event failures are notified using an 

event handling mechanism. Custom notifications can be set 

up in the event of subscription failures or data store failures. 

An automated email will be generated when the 

notifications are configured. 
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Fig. 3 Overall Architecture 

 
Fig. 4 Process Flow 
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Appendix 
Please see the pictures below for the respective sections. 

 

Conclusion 
Change Data Capture (CDC) can be used as a tool to 

reduce data processing in Legacy Applications and share the 

data changes with Target systems in real time. It can be used 

to create a data pipeline in streaming services.  
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